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#### Abstract

We introduce permissive nominal terms. Nominal terms extend first-order terms with binding. They lack properties of first- and higher-order terms: Terms must be reasoned on in a context of 'freshness assumptions'; it is not always possible to 'choose a fresh variable symbol' for a nominal term; and it is not always possible to 'alpha-convert a bound variable symbol'. Permissive nominal terms recover these 'always fresh' and 'always alpha-rename' properties. Freshness contexts are elided and the notion of unifier is based on substitution alone rather than on nominal terms' notion of substitution plus freshness conditions. We prove that all expressivity of nominal unification is retained.


## 1 Introduction

Many formal languages feature variable binding: examples include $\lambda$-abstraction, quantification, and sets comprehension $\{x \mid \phi(x)\}$. Binding is ubiquitous, because variables are there to be bound or substituted.

Variables cannot be bound in first-order terms (constructed from variables and term-formers). This motivates extensions of first-order syntax; logics where variables can be bound by function or predicate symbols [DHK02], rewriting on terms with binders [KvOvR93,MN98,FG07], and languages with datatypes with binders [PE88,Mil91,SPG03,HHP87,Pau90,CU04].

We will study nominal terms [UPG04]. These preserve the flavour of firstorder terms and extend them to represent informal statements like
"If $y \notin f v(t)$ then $\lambda x$.t is $\alpha$-equivalent with $\lambda y .[y / x] t$ " and
"How can we choose $t$ and $u$ to make $\lambda x . \lambda y$. ( $y t$ ) equal to $\lambda x \cdot \lambda x .(x u)$ ?".
(We write $f v(t)$ for the free variables of $t$; e.g. $f v(\lambda x .(x y))=\{y\}$. )
Nominal terms use a characteristic combination of features: two levels of variable (atoms and unknowns), freshness conditions, permutations, and a distinctive theory of $\alpha$-equivalence (see Section 6 or [UPG04] for details). The first statement above is rendered in nominal terms as the equality judgement $b \# X \vdash[a] X=[b](b a) \cdot X$. Here $a$ and $b$ denote atoms, which represent the ' $x$ ' and ' $y$ '; $X$ denotes an unknown, it represents the ' $t$ '; $b \# X$ is a freshness sidecondition, it represents the ' $y \notin f v(t)$ '; $(b a)$ is a permutation meaning 'map $a$ to $b$ and $b$ to $a$ ', it represents the ' $[y / x]$ ' (we assumed $y \notin f v(t)$, so this is possible).

Yet nominal terms from [UPG04] have some less attractive properties too:

- Freshness contexts are not fixed so we must often prove properties of terms-in-freshness context. This is harder than reasoning just about terms.
- We cannot always pick a fresh variable symbol and $\alpha$-rename a bound variable. For $X$ in the empty freshness context, there is - by definition of the empty freshness context - no $a$ such that $a \# X .{ }^{1}$

We propose permissive nominal terms. An unknown takes the form $X^{S}$ where $S$ is a permission sort (Definition 3). Permission sorts are sets of atoms that are both infinite and co-infinite (see Definition $2 ; S \subseteq X$ is co-finite when $X \backslash S$ is infinite). Thus, we can always choose a fresh atom, always $\alpha$-convert (Definition 8 , Lemma 12), $\alpha$-equivalence is independent of a freshness context (there is no freshness context), and the notion of unifier is based just on substitution rather than (as for nominal terms) a freshness context and a substitution.

We illustrate this with two examples; definitions are in the paper. comb is an infinite, co-infinite set of atoms. Suppose $a, b \in c o m b$. Assume a binary termformer (function-symbol) for application. Then:
$-\alpha$-equivalence is 'if $y \notin f v(u)$ then $\lambda x . u=\lambda y \cdot(u[x / x])$ '.
In nominal terms this becomes $b \# Z \vdash[a] Z=[b](b a) \cdot Z .{ }^{2}$ In permissive nominal terms it becomes $[a] Z^{c o m b \backslash\{b\}}=[b](b a) \cdot Z^{c o m b \backslash\{b\}}$.
It is not possible to $\alpha$-convert $a$ in the nominal term $\varnothing \vdash[a] Z$; to do this, we must enrich the freshness context $\varnothing$.
In permissive nominal terms, it is always possible to $\alpha$-convert $a$ in $[a] Z^{c o m b \backslash\{b\}}$; we can convert to any of the atoms not in comb $\backslash\{b\}$.

- 'Unify $\lambda x \cdot \lambda y \cdot(y t)$ with $\lambda x \cdot \lambda x \cdot(x u)$ ' becomes in nominal terms ' $[a][b](b X) \stackrel{?}{=}$ $[a][a](a Y)^{\prime}$ and has solution $(b \# Y,[X:=(b a) \cdot Z, Y:=Z])$.
In permissive nominal terms it becomes ' $[a][b]\left(b X^{c o m b}\right) \stackrel{?}{=}[a][a]\left(a Y^{c o m b}\right)$ ' and has solution $\left[X^{c o m b}:=Z^{c o m b \backslash\{b\}}, Y^{c o m b}:=Z^{c o m b \backslash\{b\}}\right]$.

Unification is the basis of rewriting and logic programming. Nominal terms have served as the basis of both [FG07,CU04]. Therefore, and following that work, in this paper we explore permissive nominal unification.

## 2 Permissive nominal terms

Definition 1 Fix a countably infinite set $\mathbb{A}$ of atoms. We use a permutative convention that $a, b, c, \ldots$ will range over distinct atoms. Fix a set of termformers. $\mathrm{f}, \mathrm{g}$, h will range over distinct term-formers.

Examples of term-formers are symbols like lam, app, and forall. In the presence of rewrites or equational axioms we can make these term-formers 'do' something; in this paper, they are just ways of building terms with suggestive names.

[^0]Definition 2 Call $S \subseteq \mathbb{A}$ co-infinite when $\mathbb{A} \backslash S$ is infinite. Fix an infinite, coinfinite set comb $\subseteq \mathbb{A}$. A permission sort has the form $\left(\operatorname{comb} \cup A_{1}\right) \backslash A_{2}$ for finite sets $A_{1} \subseteq \mathbb{A}$ and $A_{2} \subseteq \mathbb{A}$. $S, S^{\prime}, T$ will range over permission sorts.

If $S$ and $T$ are permission sorts, so are $S \cup T$ and $S \cap T$, and both $S$ and $\mathbb{A} \backslash S$ are infinite.

Definition 3 For each $S$ fix a disjoint countably infinite set of unknowns of sort $S$. $X^{S}, Y^{S}, Z^{S}$, will range over distinct unknowns of sort $S$. If $S \neq S^{\prime}$ then there is no particular connection between $X^{S}$ and $X^{S^{\prime}} . \mathcal{V}$ will range over finite sets of unknowns (we use this from Section 4 onwards).
Definition 4 A permutation is a bijection on atoms such that $\{a \mid \pi(a) \neq a\}$ is finite. $\pi$ and $\pi^{\prime}$ will range over permutations (not necessarily distinct).

Write $i d$ for the identity permutation such that $i d(a)=a$ always. Write $(a b)$ for the swapping which maps $a$ to $b, b$ to $a$, and all other $c$ to themselves.

Definition 5 Define (permissive nominal) terms by:

$$
r, s, t, \ldots::=a\left|\mathrm{f}\left(r_{1}, \ldots, r_{n}\right)\right|[a] r \mid \pi \cdot X^{S}
$$

We write $\equiv$ for syntactic identity; $r \equiv s$ when $r$ and $s$ denote identical terms.
Definition 6 Define a permutation action by:
$\pi \cdot a \equiv \pi(a) \pi \cdot\left(\mathrm{f}\left(r_{1}, \ldots, r_{n}\right)\right) \equiv \mathrm{f}\left(\pi \cdot r_{1}, \ldots, \pi \cdot r_{n}\right) \pi \cdot[a] r \equiv[\pi(a)](\pi \cdot r) \pi \cdot\left(\pi^{\prime} \cdot X^{S}\right) \equiv\left(\pi \circ \pi^{\prime}\right) \cdot X^{S}$
Definition 7 If $S \subseteq \mathbb{A}$, define the pointwise action by: $\pi \cdot S=\{\pi(a) \mid a \in S\}$.
Define free atoms $f a(r)$ and unknowns $f V(r)$ by:

$$
\begin{aligned}
& f a(a)=\{a\} \quad f a\left(\mathrm{f}\left(r_{1}, \ldots, r_{n}\right)\right)=f a\left(r_{1}\right) \cup \ldots \cup f a\left(r_{n}\right) \quad f a([a] r)=f a(r) \backslash\{a\} \quad f a\left(\pi \cdot X^{S}\right)=\pi \cdot S \\
& f V(a)=\varnothing \quad f V\left(\mathrm{f}\left(r_{1}, \ldots, r_{n}\right)\right)=f V\left(r_{1}\right) \cup \ldots \cup f V\left(r_{n}\right) \quad f V([a] r)=f V(r) \quad f V\left(\pi \cdot X^{S}\right)=\left\{X^{S}\right\}
\end{aligned}
$$

An intuition for $f a(r)$ is 'possible free atoms after instantiation'.
Definition 8 Let $\left.\pi\right|_{S}$ denote the partial function ' $\pi$ restricted to $S$ '. Define $\alpha$-equivalence $={ }_{\alpha}$ inductively by:

$$
\begin{gathered}
\overline{a={ }_{\alpha} a}\left(={ }_{\alpha} \mathbf{a a}\right) \quad \frac{r_{1}=_{\alpha} s_{1} \cdots r_{n}={ }_{\alpha} s_{n}}{\mathrm{f}\left(r_{1}, \ldots, r_{n}\right)={ }_{\alpha} \mathrm{f}\left(s_{1}, \ldots, s_{n}\right)}\left(={ }_{\alpha} \mathbf{f}\right) \quad \frac{r=_{\alpha} s}{[a] r==_{\alpha}[a] s}\left(={ }_{\alpha}[\mathbf{a}]\right) \\
\frac{(b a) \cdot r={ }_{\alpha} s \quad(b \notin f a(r))}{[a] r==_{\alpha}[b] s}\left(==_{\alpha}[\mathbf{b}]\right) \quad \frac{\left(\left.\pi\right|_{S}=\pi^{\prime} \mid S\right.}{\pi \cdot X^{S}={ }_{\alpha} \pi^{\prime} \cdot X^{S}}\left(={ }_{\alpha} \mathbf{X}\right)
\end{gathered}
$$

Lemma 9 id $\cdot r \equiv r$ and $\pi^{\prime} \cdot(\pi \cdot r) \equiv\left(\pi^{\prime} \circ \pi\right) \cdot r$.
Lemma $10 \pi \cdot f a(r)=f a(\pi \cdot r)$.
Theorem $11={ }_{\alpha}$ is transitive, reflexive, and symmetric.
Lemma 12 For any $r$, there exist infinitely many $b$ such that $b \notin f a(r)$. As a corollary, for any $r$ and $a$ there exists infinitely many fresh $b$ (so $b \notin f a(r)$ ) such that for some $s,[a] r={ }_{\alpha}[b] s$.
Proof. The first part is by an easy induction on $r$. We consider only the case $r \equiv \pi \cdot X^{S}: f a\left(\pi \cdot X^{S}\right)=\pi \cdot S$, and infinitely many $b$ are such that $b \notin \pi \cdot S$. The corollary follows using $\left(={ }_{\alpha}[\mathbf{b}]\right)$.

## 3 Substitutions

Definition 13 A substitution $\theta$ is a function from unknowns to terms such that $f a\left(\theta\left(X^{S}\right)\right) \subseteq S$ always (so $S$ in $X^{S}$ describes the 'permission' we have to instantiate $X^{S}$, namely to terms with free atoms in $S$ ). $\theta, \theta^{\prime}, \theta_{1}, \theta_{2}$, will range over substitutions. ${ }^{3}$

Write $i d$ for the identity substitution mapping $X^{S}$ to $i d \cdot X^{S}$ always. It will always be clear whether $i d$ means the identity substitution or permutation.

Suppose $f a(t) \subseteq S$. Write $\left[X^{S}:=t\right]$ for the substitution such that $\left[X^{S}:=t\right]\left(X^{S}\right) \equiv$ $t$ and $\left[X^{S}:=t\right]\left(Y^{T}\right) \equiv i d \cdot Y^{T}$ for all other $Y^{T}$.

Definition 14 Define a substitution action of substitutions on terms by:

$$
a \theta \equiv a \quad \mathrm{f}\left(r_{1}, \ldots, r_{n}\right) \theta \equiv \mathrm{f}\left(r_{1} \theta, \ldots, r_{n} \theta\right) \quad([a] r) \theta \equiv[a](r \theta) \quad\left(\pi \cdot X^{S}\right) \theta \equiv \pi \cdot \theta\left(X^{S}\right)
$$

Theorem $15 f a(r \theta) \subseteq f a(r)$.
Proof. By induction on $r$. We consider the case $r \equiv \pi \cdot X^{S}$. By definition $f a(\pi$. $\left.X^{S}\right)=\pi \cdot S$. By assumption in Definition 13, $f a\left(\theta\left(X^{S}\right)\right) \subseteq S$. Using Lemma 10, it follows that $f a\left(\pi \cdot \theta\left(X^{S}\right)\right) \subseteq \pi \cdot S$.

Lemma $16 \pi \cdot(r \theta) \equiv(\pi \cdot r) \theta$.
Proof. By a routine induction on $r$ using the definitions and Lemma 9.
Theorem 17 If $\theta\left(X^{S}\right)={ }_{\alpha} \theta^{\prime}\left(X^{S}\right)$ for all $X^{S} \in f V(r)$, then $r \theta={ }_{\alpha} r \theta^{\prime}$.
Definition 18 Define composition $\theta \circ \theta^{\prime}$ by $\left(\theta \circ \theta^{\prime}\right)\left(X^{S}\right) \equiv\left(\theta\left(X^{S}\right)\right) \theta^{\prime}$.
Theorem $19(r \theta) \theta^{\prime} \equiv r\left(\theta \circ \theta^{\prime}\right)$.
Proof. By induction on $r$. We consider the case of $\pi \cdot X^{S}$, and use Lemma 16: $\left(\pi \cdot X^{S}\right)\left(\theta \circ \theta^{\prime}\right) \equiv \pi \cdot\left(\theta \circ \theta^{\prime}\right)\left(X^{S}\right) \equiv \pi \cdot\left(\theta\left(X^{S}\right) \theta^{\prime}\right) \equiv\left(\pi \cdot \theta\left(X^{S}\right)\right) \theta^{\prime} \equiv\left(\left(\pi \cdot X^{S}\right) \theta\right) \theta^{\prime}$

## 4 Support inclusion problems

Recall from Definition 13 that $f a\left(\theta\left(X^{S}\right)\right) \subseteq f a\left(X^{S}\right)=S$, and from Theorem 15 that instantiation must reduce the set of free atoms. We will exhibit an algorithm which, intuitively, solves the problem "please make $f a(r \theta) \subseteq T$ true" (Definition 27 and Lemma 25). In fact the algorithm calculates solutions that are most general, in a sense made formal in Theorem 32.

Definition 20 A support inclusion is a pair $r \sqsubseteq T$ of a term and a permission sort. A support inclusion problem is a finite multiset of support inclusions; Inc will range over support inclusion problems. Call $\theta$ a solution to $\operatorname{Inc}$ when $f a(r \theta) \subseteq T$ for every $r \sqsubseteq T \in \operatorname{Inc}$. Write $\operatorname{Sol}(\operatorname{Inc})$ for the solutions of Inc.

[^1]Definition 21 Define a simplification rewrite relation by:


Lemma 22 If Inc $\Longrightarrow$ Inc $^{\prime}$ then $\operatorname{Sol}(\operatorname{Inc})=\operatorname{Sol}\left(\operatorname{Inc} c^{\prime}\right)$.
Proof. We consider ( $\sqsubseteq \mathbf{X})$. Suppose $S \nsubseteq \pi^{-1} \cdot T$ and $\pi \neq i d$. Suppose $\theta \in \operatorname{Sol}(\pi$. $X^{S} \sqsubseteq T$, Inc $)$. Then $\overline{f a}\left(\left(\pi \cdot X^{S}\right) \theta\right) \subseteq T$. By Lemma $16\left(\pi \cdot X^{S}\right) \theta \equiv \pi \cdot\left(X^{S} \theta\right)$. By Lemma $10 f a\left(\pi \cdot\left(X^{S} \theta\right)\right)=\pi \cdot f a\left(X^{S} \theta\right)$. So $\pi \cdot f a\left(X^{S} \theta\right) \subseteq T$. $\pi$ is a bijection, so $f a\left(X^{S} \theta\right) \subseteq \pi^{-1} \cdot T$ and $\theta \in \operatorname{Sol}\left(X^{S} \sqsubseteq \pi^{-1} \cdot T\right.$, Inc). Conversely, if $\theta \in \operatorname{Sol}\left(X^{S} \sqsubseteq\right.$ $\left.\pi^{-1} \cdot T, \operatorname{Inc}\right)$ then $\theta \in \operatorname{Sol}\left(\pi \cdot X^{S} \sqsubseteq T, \operatorname{Inc}\right)$ follows by a similar argument.

Lemma 23 Support inclusion problem simplification is confluent and terminating. Write $n f(\operatorname{Inc})$ for the unique $\Longrightarrow$-normal form of Inc.
Proof.(Sketch) Support inclusion problem simplification is strongly confluent (see, for instance [BN98]), hence it is confluent. It is not hard to define a notion of size on problems such that rewrite rules strictly reduce the size of the problem they act on; it follows that simplification is terminating.

Definition 24 Call Inc consistent when $a \sqsubseteq T \notin n f(\operatorname{Inc})$ for all atoms $a$ and permission sorts $T$. Call Inc solvable when $\operatorname{Sol}(\operatorname{Inc}) \neq \varnothing$. Call Inc non-trivial when $n f($ Inc $) \neq \varnothing$.

Lemma 25 If Inc is consistent then all inc $\in n f\left(\right.$ Inc) have the form $X^{S} \sqsubseteq T$ where $S \nsubseteq T$.

Definition 26 Define $f V($ Inc $)$ by $f V(\operatorname{Inc})=\bigcup\{f V(r) \mid \exists T . r \sqsubseteq T \in \operatorname{Inc}\}$.
Definition 27 Let $\mathcal{V}$ range over finite sets of unknowns.
Suppose Inc is consistent. For every $X^{S} \in \mathcal{V}$ make a fixed but arbitrary choice of $X^{\prime S^{\prime}}$ such that $X^{S^{\prime}} \notin \mathcal{V}$ and $S^{\prime}=S \cap \bigcap\left\{T \mid X^{S} \sqsubseteq T \in n f(\right.$ Inc) $\}$.

We make our choice injectively; for distinct $X^{S} \in f V($ Inc $)$ and $Y^{T} \in f V($ Inc $)$, we choose $X^{\prime S^{\prime}}$ and $Y^{\prime T^{\prime}}$ distinct. It will be convenient to write $\mathcal{V}_{\text {Inc }}^{\prime \nu}$ for the set of our choices $\left\{X^{\prime S^{\prime}} \mid X^{S} \in \mathcal{V}\right\}$. Define a substitution $\rho_{\text {Inc }}^{\mathcal{V}}$ by:

$$
\rho_{I n c}^{\mathcal{\nu}}\left(X^{S}\right) \equiv i d \cdot X^{\prime S^{\prime}} \text { if } X^{S} \in \mathcal{V} \quad \rho_{I n c}^{\mathcal{V}}\left(Y^{T}\right) \equiv i d \cdot Y^{T} \text { otherwise. }
$$

Lemma 28 If Inc is consistent then $\rho_{\text {Inc }}^{\nu} \in \operatorname{Sol}(\operatorname{Inc})$. (' $\rho_{\text {Inc }}^{\mathcal{V}}$ solves Inc'.)
Proof. Suppose Inc is a $\Longrightarrow$-normal form. If $X^{S} \sqsubseteq T \in \operatorname{Inc}$ then $\rho_{\text {Inc }}^{\nu}(X)=$ $i d \cdot X^{\prime S^{\prime}}$ for an $S^{\prime}$ which, by construction, satisfies $S^{\prime} \subseteq T$. The result follows.

More generally, if Inc is not a $\Longrightarrow$-normal form then note that by Lemma 22 $\operatorname{Sol}(\operatorname{Inc})=\operatorname{Sol}(n f(\operatorname{Inc}))$; we use the previous paragraph.

Theorem 29 Inc is consistent if and only if Inc is solvable.
Proof. By Lemma $22 \operatorname{Sol}(\operatorname{Inc})=\operatorname{Sol}(n f(\operatorname{Inc}))$, so it suffices to show the result for the special case that $I n c$ is $a \Longrightarrow$-normal form.

Suppose Inc is inconsistent, so $n f(\operatorname{Inc})$ contains some support inclusions of the form $a \sqsubseteq T$ where $a \notin T$. $a \theta \equiv a$ always, so there is no substitution $\theta$ such that $a \theta \subseteq T$. Conversely, if Inc is consistent the result follows by Lemma 28.

Definition 30 Suppose that $\operatorname{Inc}$ is consistent, $f V(\operatorname{Inc}) \subseteq \mathcal{V}$, and $\theta \in \operatorname{Sol}(\operatorname{Inc})$.
Define a substitution $\theta-\rho_{\text {Inc }}^{\nu}$ by:
$-\left(\theta-\rho_{\text {Inc }}^{\mathcal{\nu}}\right)\left({X^{\prime}}^{S^{\prime}}\right) \equiv \theta\left(X^{S}\right)$ if $X^{S} \in \mathcal{V}$ and $\rho_{\text {Inc }}^{\mathcal{V}}\left(X^{S}\right) \equiv i d \cdot X^{S^{\prime}}$.
$-\left(\theta-\rho_{\text {Inc }}^{\mathcal{\nu}}\right)\left(X^{S}\right) \equiv \theta\left(X^{S}\right)$ if $X^{S} \notin \mathcal{V}$.
Lemma 31 Suppose $\theta \in \operatorname{Sol}(\operatorname{Inc})$ and $f V(\operatorname{Inc}) \subseteq \mathcal{V}$. Then $\rho_{\text {Inc }}^{\mathcal{\nu}}$ exists, and $\theta-\rho_{\text {Inc }}^{\mathcal{V}}$ is a substitution.
Proof. If $\theta \in \operatorname{Sol}(\operatorname{Inc})$ then Inc is solvable (Definition 20). By Theorem 29, Inc is consistent. Therefore $\rho_{\text {Inc }}^{\mathcal{V}}$ from Definition 27 exists. We now show that $f a\left(\left(\theta-\rho_{I n c}^{\mathcal{V}}\right)\left(X^{\prime S^{\prime}}\right)\right) \subseteq S$ always. We reason by cases:

- The case that $i d \cdot X^{\prime S^{\prime}} \equiv \rho_{\text {Inc }}^{\mathcal{V}}\left(X^{S}\right)$ for $X^{S} \in \mathcal{V}$.

It is not hard to prove that $f V(n f(\operatorname{Inc})) \subseteq f V(\operatorname{Inc})$ always, so $f V(n f(\operatorname{Inc})) \subseteq \mathcal{V}$. There are two sub-cases:

- The case $X^{S} \notin f V(n f($ Inc $))$. Then $S=S^{\prime}$ and $\left(\theta-\rho_{\text {Inc }}^{\mathcal{V}}\right)\left(X^{\prime S}\right)=\theta\left(X^{S}\right)$.

By assumption $f a\left(\theta\left(X^{S}\right)\right) \subseteq S$.

- The case $X^{S} \in f V(n f(\operatorname{Inc})) . \quad \theta \in \operatorname{Sol}(\operatorname{Inc})$ so by Lemma $22 \theta \in \operatorname{Sol}(n f(\operatorname{Inc}))$ and so $f a\left(\theta\left(X^{S}\right)\right) \subseteq T$ for every $T$ such that $X^{S} \sqsubseteq T \in n f($ Inc $)$. By definition $S^{\prime}=\bigcap\left\{T \mid X^{S} \sqsubseteq T \in n f(\right.$ Inc $\left.)\right\}$ and the result follows.
- Otherwise, $\left(\theta-\rho_{\text {Inc }}^{\mathcal{V}}\right)\left(X^{S}\right) \equiv \theta\left(X^{S}\right)$. By assumption $f a\left(\theta\left(X^{S}\right)\right) \subseteq S$.

Theorem 32 Suppose $\theta \in \operatorname{Sol}(\operatorname{Inc})$ and suppose $f V(\operatorname{Inc}) \subseteq \mathcal{V}$. Then $\theta\left(X^{S}\right) \equiv$ $\left(\rho_{\text {Inc }}^{\mathcal{V}} \circ\left(\theta-\rho_{\text {Inc }}^{\mathcal{V}}\right)\right)\left(X^{S}\right)$ for every $X^{S} \in \mathcal{V}$.
Proof. $\rho\left(X^{S}\right) \equiv i d \cdot{X^{\prime}}^{S}$ for some fresh $X^{\prime S} \notin \mathcal{V}$, and $\left(\theta-\rho_{\text {Inc }}\right)\left(X^{\prime S}\right) \equiv \theta\left(X^{S}\right)$. The result follows by Lemma 9.

## 5 Permissive nominal unification problems

### 5.1 Problems, solutions, the unification algorithm

Definition 33 An equality (problem) is a pair $r \stackrel{?}{=} s$. A problem $\operatorname{Pr}$ is a finite multiset of equalities. Define $\operatorname{Pr} \theta$ by $\operatorname{Pr} \theta=\{r \theta \stackrel{?}{=} s \theta \mid r \stackrel{?}{=} s \in \operatorname{Pr}\}$.

Definition $34 \theta$ solves $\operatorname{Pr}$ when $r \stackrel{?}{=} s \in \operatorname{Pr}$ implies $r \theta={ }_{\alpha} s \theta$. Write $\operatorname{Sol}(\operatorname{Pr})$ for the set of solutions to $\operatorname{Pr}$. Call $\operatorname{Pr}$ solvable when $\operatorname{Sol}(\operatorname{Pr})$ is non-empty.

A solution to $\operatorname{Pr}$ 'makes the equalities valid', as for first- and higher-order unification. This simplifies the nominal unification notion of solution (Definition 66 or [UPG04, Definition 3.1]) based on 'a substitution + a freshness context'.

Lemma $35 \theta \circ \theta^{\prime} \in \operatorname{Sol}(\operatorname{Pr})$ if and only if $\theta^{\prime} \in \operatorname{Sol}(\operatorname{Pr} \theta)$ ．
Proof．Suppose $\theta \circ \theta^{\prime} \in \operatorname{Sol}(\operatorname{Pr})$ and $r \stackrel{?}{=} s \in \operatorname{Pr}$ ．We reason using Theorem 19： $(r \theta) \theta^{\prime} \equiv r\left(\theta \circ \theta^{\prime}\right)={ }_{\alpha} s\left(\theta \circ \theta^{\prime}\right) \equiv(s \theta) \theta^{\prime}$ ．The reverse implication is similar．

Definition 36 If $P r$ is a problem，define a support inclusion problem $P r_{\sqsubseteq}$ by： $P r_{\sqsubseteq}=\{r \sqsubseteq f a(s), s \sqsubseteq f a(r) \mid r \stackrel{?}{=} s \in \operatorname{Pr}\}$ ．

Definition 37 Define a simplification rewrite relation $\mathcal{V} ; \operatorname{Pr} \Longrightarrow \mathcal{V}^{\prime} ; P r^{\prime}$ by：

$$
\begin{aligned}
& (\stackrel{?}{=} \mathbf{a}) \quad \mathcal{V} ; a \stackrel{?}{=} a, \operatorname{Pr} \quad \Longrightarrow \quad \mathcal{V} ; \operatorname{Pr} \\
& (\stackrel{?}{=} \mathrm{f}) \quad \mathcal{V} ; \mathrm{f}\left(r_{1}, \ldots\right) \stackrel{?}{=} \mathrm{f}\left(s_{1}, \ldots\right), \operatorname{Pr} \Longrightarrow \quad \mathcal{V} ; r_{1} \stackrel{?}{=} s_{1}, \ldots, \operatorname{Pr} \\
& (\stackrel{?}{=}[\mathbf{a}]) \quad \mathcal{V} ;[a] r \stackrel{?}{=}[a] s, \operatorname{Pr} \quad \Longrightarrow \quad \mathcal{V} ; r \stackrel{?}{=} s, \operatorname{Pr} \\
& (\stackrel{?}{=}[\mathbf{b}]) \quad \mathcal{V} ;[a] r \stackrel{?}{=}[b] s, P r \quad \Longrightarrow \quad \mathcal{V} ;(b a) \cdot r \stackrel{?}{=} s, \operatorname{Pr} \\
& (b \notin f a(r)) \\
& (\stackrel{?}{=} \mathbf{X}) \quad \mathcal{V} ; \pi \cdot X^{S} \stackrel{?}{=} \pi \cdot X^{S}, \operatorname{Pr} \quad \Longrightarrow \quad \mathcal{V} ; \operatorname{Pr} \\
& \text { (I1) } \quad \mathcal{V} ; \pi \cdot X^{S} \stackrel{?}{=} s, \operatorname{Pr} \quad\left[X^{S} \stackrel{\left.:=\pi^{-1} \cdot s\right]}{\Longrightarrow} \mathcal{V} ; \operatorname{Pr}\left[X^{S}:=\pi^{-1} \cdot s\right]\right. \\
& \left(X^{S} \notin f V(s), f a(s) \subseteq \pi \cdot S\right) \\
& \text { (I2) } \quad \mathcal{V} ; r \stackrel{?}{=} \pi \cdot X^{S}, \operatorname{Pr} \quad\left[X^{S} \stackrel{\left.:=\pi^{-1} \cdot r\right]}{\Longrightarrow} \mathcal{V} ; \operatorname{Pr}\left[X^{S}:=\pi^{-1} \cdot r\right]\right. \\
& \left(X^{S} \notin f V(r), f a(r) \subseteq \pi \cdot S\right) \\
& \text { (I3) } \mathcal{V} ; \operatorname{Pr} \\
& \mathcal{V} \cup \mathcal{V}_{P r_{巨}}^{\prime \mathcal{N}} ; \operatorname{Pr} \rho_{P r_{G}}^{\mathcal{V}} \\
& \text { ( } P r_{\underline{\unrhd}} \text { consistent and non-trivial) }
\end{aligned}
$$

Call $(\stackrel{?}{=} \mathbf{a}),(\stackrel{?}{=}$ f $),(\stackrel{?}{=}[\mathbf{a}]),(\stackrel{?}{=}[\mathbf{b}])$ ，and $(\stackrel{?}{=} \mathbf{X})$ non－instantiating rules．
Call（I1），（I2），and（I3）instantiating rules．
We insist $P r_{\sqsubseteq}$ is non－trivial（Definition 20）to avoid indefinite rewrites．We insist $P r_{\sqsubseteq}$ is consistent so $\rho_{P r_{巨}}^{\mathcal{V}}$ exists．$\rho_{P r_{⿷}}^{\nu}$ and $\mathcal{V}_{P r_{⿷}}^{\prime \nu}$ are defined in Definition 27.
Lemma 38 If $\operatorname{Pr} \Longrightarrow \operatorname{Pr}^{\prime}$ by a non－instantiating rule then $\operatorname{Sol}(\operatorname{Pr})=\operatorname{Sol}\left(\operatorname{Pr}^{\prime}\right)$ ．
Proof．The interesting case is $(\stackrel{?}{=}[\mathbf{b}])$ ．Suppose that $\operatorname{Pr}=[a] r \stackrel{?}{=}[b] s, \operatorname{Pr}^{\prime \prime}$ and $b \notin f a(r)$ and so $\operatorname{Pr} \Longrightarrow(b a) \cdot r \stackrel{?}{=} s, P r^{\prime \prime}$ with $(\stackrel{?}{=}[\mathbf{b}])$ ．Then：
－Suppose $([a] r) \theta={ }_{\alpha}([b] s) \theta$ ．By Definition $14[a](r \theta)={ }_{\alpha}[b](s \theta)$ ．By the struc－ ture of the rules in Definition $8,(b a) \cdot(r \theta)={ }_{\alpha} s \theta$ ．By Lemma 16 and Theorem 11， $((b a) \cdot r) \theta={ }_{\alpha} s \theta$ ．
－Suppose $((b a) \cdot r) \theta={ }_{\alpha} s \theta$ ．By Lemma 16 and Theorem 11，$(b a) \cdot(r \theta)={ }_{\alpha} s \theta$ ．By Theorem $15 b \notin f a(r \theta)$ ．Therefore by $\left(={ }_{\alpha}[\mathbf{b}]\right)[a](r \theta)={ }_{\alpha}[b](s \theta)$ ．By Definition 14 $[a](r \theta)={ }_{\alpha}[b](s \theta)$ ，as required．

Definition 39 Define $f V(P r)=\bigcup\{f V(r) \cup f V(s) \mid r \stackrel{?}{=} s \in P r\}$ ．
Definition 40 Suppose $\mathcal{V}$ is a set of unknowns．Define $\left.\theta\right|_{\mathcal{V}}$ by：${ }^{4}$

$$
\left.\theta\right|_{\mathcal{V}}(X) \equiv \theta(X) \text { if }\left.X \in \mathcal{V} \quad \theta\right|_{\mathcal{V}}(X) \equiv i d \cdot X \text { otherwise. }
$$

[^2]Definition 41 If $\operatorname{Pr}$ is a problem, define a unification algorithm by:

1. Rewrite $f V(P r) ; P r$ using the rules of Definition 37 as much as possible, with top-down precedence (so apply $(\stackrel{?}{=} \mathbf{a})$ before $(\stackrel{?}{=}$ f), and so on down to (I3)).
2. If we reduce to $\mathcal{V}^{\prime} ; \varnothing$, we succeed and return $\left.\theta\right|_{\mathcal{V}}$ where $\theta$ is the functional composition of all the substitutions labelling rewrites (we take $\theta=i d$ if there are none). Otherwise, we fail.

Lemma 42 The algorithm of Definition 41 always terminates.
Proof. By an easy argument using a notion of the size of a unification problem.
Lemma 43 Suppose $\theta\left(X^{S}\right)={ }_{\alpha} \theta^{\prime}\left(X^{S}\right)$ for all $X^{S} \in f V(\operatorname{Pr})$. Then $\theta \in \operatorname{Sol}(\operatorname{Pr})$ if and only if $\theta^{\prime} \in \operatorname{Sol}(\operatorname{Pr})$.
Proof. Unpacking Definition 34 it suffices to show that $r \theta={ }_{\alpha} s \theta$ if and only if $r \theta^{\prime}={ }_{\alpha} s \theta^{\prime}$, for every $r \stackrel{?}{=} s \in \operatorname{Pr}$. This is easy using Theorem 17 and the fact by construction (Definition 39) that $f V(r) \subseteq f V(P r)$ and $f V(s) \subseteq f V(P r)$.

Definition 44 Write $\theta-X^{S}$ for the substitution such that:
$\left(\theta-X^{S}\right)\left(X^{S}\right) \equiv i d \cdot X^{S} \quad$ and $\quad\left(\theta-X^{S}\right)\left(Y^{T}\right) \equiv \theta\left(Y^{T}\right)$ for all other $Y^{T}$
Theorem 45 Suppose $\left(i d \cdot X^{S}\right) \theta={ }_{\alpha} s \theta$ and $X^{S} \notin f V(s)$. Then:
$\theta\left(X^{S}\right)={ }_{\alpha}\left(\left[X^{S}:=s\right] \circ\left(\theta-X^{S}\right)\right)\left(X^{S}\right)$ and $\theta\left(Y^{T}\right)={ }_{\alpha}\left(\left[X^{S}:=s\right] \circ\left(\theta-X^{S}\right)\right)\left(Y^{T}\right)$
Proof. We reason as follows:

$$
\begin{aligned}
\left(\left[X^{S}:=s\right] \circ\left(\theta-X^{S}\right)\right)\left(X^{S}\right) & \equiv s\left(\theta-X^{S}\right) & & \text { Definition 14 } \\
& \equiv s \theta & & X^{S} \notin f V(s), \text { Theorem } 17 \\
& =_{\alpha} \theta\left(X^{S}\right) & & \text { Assumption } \\
\left(\left[X^{S}:=s\right] \circ\left(\theta-X^{S}\right)\right)\left(Y^{T}\right) & \equiv\left(\theta-X^{S}\right)\left(Y^{T}\right) & & \text { Definition 18 } \\
& \equiv \theta\left(Y^{T}\right) & & \text { Definition 44 }
\end{aligned}
$$

### 5.2 Simplification rewrites calculate principal solutions

Definition 46 Write $\theta_{1} \leq \theta_{2}$ when there exists $\theta^{\prime}$ such that $X^{S} \theta_{2}={ }_{\alpha} X^{S}\left(\theta_{1} \circ \theta^{\prime}\right)$ always. We call $\leq$ the instantiation ordering.

Definition 47 A principal (or most general) solution to a problem $\operatorname{Pr}$ is a solution $\theta \in \operatorname{Sol}(\operatorname{Pr})$ such that $\theta \leq \theta^{\prime}$ for all other $\theta^{\prime} \in \operatorname{Sol}(\operatorname{Pr})$.

Our main results are Theorems 48 - the unification algorithm from Definition 41 calculates a solution - and 53 - the solution it calculates, is principal.

Theorem 48 Suppose $f V(\operatorname{Pr}) \subseteq \mathcal{V}$. If $\mathcal{V} ; \operatorname{Pr} \stackrel{\theta}{\Longrightarrow} \mathcal{V}^{\prime} ; \varnothing$ then $\left.\theta\right|_{\mathcal{V}} \in \operatorname{Sol}(\operatorname{Pr})$.
Proof. By induction on the length of the path in $\stackrel{\theta}{*}^{*}$. If it has length 0 then $\operatorname{Pr}=\varnothing$ and $\theta \equiv i d$ and the result follows. Otherwise, there are three cases:

- The non-instantiating case. Suppose $\mathcal{V} ; \operatorname{Pr} \Longrightarrow \mathcal{V} ; \operatorname{Pr}^{\prime \prime} \stackrel{\theta}{\Longrightarrow} \mathcal{V}^{\prime} ; \varnothing$. Ву easy calculations $f V\left(P^{\prime \prime}\right) \subseteq \mathcal{V}$. By inductive hypothesis $\theta \mid \mathcal{V} \in \operatorname{Sol}\left(P r^{\prime \prime}\right)$. By Lemma 38, $\left.\theta\right|_{\mathcal{V}} \in \operatorname{Sol}(\operatorname{Pr})$.
- The case of (I1) or (I2). Suppose $\mathcal{V} ; \operatorname{Pr} \stackrel{\chi}{\Longrightarrow} \mathcal{V} ; \operatorname{Pr} \chi \stackrel{\theta^{\prime}}{\Longrightarrow} \mathcal{V}^{\prime} ; \varnothing$. By easy calculations $f V(\operatorname{Pr} \chi) \subseteq \mathcal{V}$. By inductive hypothesis $\theta^{\prime} \mid \mathcal{V} \in \operatorname{Sol}(\operatorname{Pr} \chi)$. It is a fact that $\left.\left(\chi \circ \theta^{\prime}\right)\right|_{\mathcal{V}}=\chi \circ\left(\theta^{\prime} \mid \mathcal{V}\right)$. By Lemma 35, $\left.\left(\chi \circ \theta^{\prime}\right)\right|_{\mathcal{V}} \in \operatorname{Sol}(\operatorname{Pr})$.
- The case of (I3). Suppose $\mathcal{V} ; \operatorname{Pr} \xlongequal{\rho} \mathcal{V}^{\prime} ; \operatorname{Pr} \rho \xlongequal{\theta^{\prime}} \mathcal{V}^{\prime \prime} ; \varnothing$. By easy calculations $f V(\operatorname{Pr} \rho) \subseteq \mathcal{V}^{\prime}$. By inductive hypothesis $\left.\theta^{\prime}\right|_{\mathcal{V}^{\prime}} \in \operatorname{Sol}(\operatorname{Pr} \rho)$. By Lemma 35, $\rho \circ\left(\left.\theta^{\prime}\right|_{\mathcal{V}^{\prime}}\right) \in \operatorname{Sol}(\operatorname{Pr})$. It is a fact that $\rho \circ\left(\left.\theta^{\prime}\right|_{\mathcal{V}^{\prime}}\right)=\left.\left(\rho \circ \theta^{\prime}\right)\right|_{\mathcal{V}^{\prime}}$. By Lemma 43, $\left(\rho \circ \theta^{\prime}\right) \mid \mathcal{V} \in \operatorname{Sol}(\operatorname{Pr})$.

Lemma 49 If $\theta_{1} \leq \theta_{2}$ then $\theta \circ \theta_{1} \leq \theta \circ \theta_{2}$.
Proof. By Definition $46 \theta^{\prime}$ exists such that $X^{S} \theta_{2}={ }_{\alpha} X^{S}\left(\theta_{1} \circ \theta^{\prime}\right)$ always. We use Theorems 19 and 17: $X^{S}\left(\theta \circ \theta_{2}\right) \equiv\left(X^{S} \theta\right) \theta_{2}={ }_{\alpha}\left(X^{S} \theta\right)\left(\theta_{1} \circ \theta^{\prime}\right) \equiv X^{S}\left(\left(\theta \circ \theta_{1}\right) \circ \theta^{\prime}\right)$

Lemma 50 Suppose $X^{S} \theta_{2}={ }_{\alpha} X^{S} \theta_{2}^{\prime}$ always. Then $\theta_{1} \leq \theta_{2}$ implies $\theta_{1} \leq \theta_{2}^{\prime}$.
Proof. By a routine calculation unpacking Definition 46 and using Theorem 11.
Lemma 51 If $r={ }_{\alpha} s$ then $f a(r)=f a(s)$.
Lemma 52 If $\theta \in \operatorname{Sol}(\operatorname{Pr})$ (Definition 34) then $\theta \in \operatorname{Sol}\left(\operatorname{Pr}_{\sqsubseteq}\right)$ (Definition 20).
Proof. Using Lemma 51.
Theorem 53 Suppose $f V(\operatorname{Pr}) \subseteq \mathcal{V}$. If $\mathcal{V} ; \operatorname{Pr} \stackrel{\theta}{\Longrightarrow} \mathcal{V}^{\prime} ; \varnothing$ then $\theta \mid \mathcal{V}$ is a principal solution to Pr.

Proof. By Theorem $\left.48 \theta\right|_{\mathcal{V}} \in \operatorname{Sol}(\operatorname{Pr})$. We prove that $\left.\theta\right|_{\mathcal{V}}$ is principal by induction on the path length of $\mathcal{V} ; \operatorname{Pr}{ }^{\theta}{ }^{*} \mathcal{V}^{\prime} ; \varnothing$.

- Length 0. So $\operatorname{Pr}=\varnothing$ and $\theta=\left.i d\right|_{\mathcal{V}} .\left.i d\right|_{\mathcal{V}} \leq\left.\theta^{\prime}\right|_{\mathcal{V}}$ is a fact of Definition 46.
-Length $k+1$. We consider the rules in Definition 37.
- The non-instantiating case. Suppose $\mathcal{V} ; \operatorname{Pr} \Longrightarrow \mathcal{V} ; P r^{\prime} \xlongequal{\theta}{ }^{*} \mathcal{V}^{\prime} ; \varnothing$ where $\mathcal{V} ; P r \Longrightarrow \mathcal{V} ; P r^{\prime}$ is non-instantiating. By inductive hypothesis, $\left.\theta\right|_{\mathcal{V}}$ is a principal solution of $\mathrm{Pr}^{\prime}$. By Lemma $38 \theta \mid \mathcal{V}$ is also a principal solution of $\operatorname{Pr}$.
- The case (I1). Suppose $f a(s) \subseteq \pi \cdot S$ and $X^{S} \notin f V(s)$. Write $\chi=\left[X^{S}:=\pi^{-1} \cdot s\right]$. Suppose $\operatorname{Pr}=\pi \cdot X^{S} \stackrel{?}{=} s, P r^{\prime \prime}$ so that $\mathcal{V} ; \pi \cdot X^{S} \stackrel{?}{=} s, P r^{\prime \prime} \xrightarrow{\chi} \mathcal{V} ; P r^{\prime \prime} \chi$ and suppose $\mathcal{V} ; P r^{\prime \prime} \chi \xlongequal{\theta^{\prime \prime}} \mathcal{V}^{\prime} ; \varnothing$ and $\left.\theta^{\prime}\right|_{\mathcal{V}} \in \operatorname{Sol}(\operatorname{Pr})$.
By Theorem $\left.48 \theta^{\prime \prime}\right|_{\mathcal{V}} \in \operatorname{Sol}\left(\operatorname{Pr}^{\prime \prime} \chi\right)$. It is routine to check that $f V\left(P^{\prime \prime} \chi\right) \subseteq \mathcal{V}$. By Theorem 45 and Lemma 43, $\chi \circ\left(\theta^{\prime} \mid \mathcal{V}-X^{S}\right) \in \operatorname{Sol}(\operatorname{Pr})$. It is a fact that $\left(\left.\theta^{\prime}\right|_{\mathcal{V}}-X^{S}\right)=\left(\theta^{\prime}-X^{S}\right) \mid \mathcal{V}$ so by Lemma $35,\left(\theta^{\prime}-X^{S}\right) \mid \mathcal{V} \in \operatorname{Sol}\left(\operatorname{Pr}^{\prime \prime} \chi\right)$.
By inductive hypothesis $\left.\theta^{\prime \prime}\right|_{\mathcal{V}} \leq\left.\left(\theta^{\prime}-X^{S}\right)\right|_{\mathcal{V}}$. By Lemma 49 we have $\chi_{\circ}\left(\left.\theta^{\prime \prime}\right|_{\mathcal{V}}\right) \leq$ $\left.\chi \circ\left(\theta^{\prime}-X^{S}\right)\right|_{\mathcal{V}}$. Now by assumption $f V(s) \subseteq \mathcal{V}$ and $X \in \mathcal{V}$, and it follows that $\chi \circ\left(\left.\theta^{\prime \prime}\right|_{\mathcal{V}}\right)=\left.\left(\chi \circ \theta^{\prime \prime}\right)\right|_{\mathcal{V}}$. Also, it is a fact that $\left.\left(\theta^{\prime}-X^{S}\right)\right|_{\mathcal{V}}=\left.\theta^{\prime}\right|_{\mathcal{V}}-X^{S}$. By Theorem 45 and Lemma $50,\left.\left(\chi \circ \theta^{\prime \prime}\right)\right|_{\mathcal{V}} \leq\left.\theta^{\prime}\right|_{\mathcal{V}}$ as required.
- The case (I2) is similar to the case of (I1).
－The case（I3）．Suppose $\operatorname{Pr}_{\sqsubseteq}$ is consistent and non－trivial．Write $\rho=\rho_{P r_{巨}}^{\mathcal{\nu}}$ ， so that $\mathcal{V} ; \operatorname{Pr} \xlongequal{\rho} \mathcal{V}^{\prime \prime} ; \operatorname{Pr} \rho$ and $\mathcal{V}^{\prime \prime} ; \operatorname{Pr} \rho \xlongequal{\theta^{\prime \prime}} \mathcal{V}^{\prime} ; \varnothing$ and suppose $\theta^{\prime} \mid \mathcal{V} \in \operatorname{Sol}(\operatorname{Pr})$ ． By Theorem $\left.48 \theta^{\prime \prime}\right|_{\mathcal{V}^{\prime \prime}} \in \operatorname{Sol}(\operatorname{Pr} \rho)$ ． $\mathcal{V}^{\prime \prime}=\mathcal{V} \cup \mathcal{V}_{P r_{巨}}^{\prime \mathcal{N}}$ ，so $f V(\operatorname{Pr} \rho) \subseteq \mathcal{V}^{\prime \prime}$ ．By Lemma $\left.52 \theta^{\prime}\right|_{\mathcal{V}} \in \operatorname{Sol}\left(\operatorname{Pr}_{\sqsubseteq}\right)$ ．By Theorem 32 and Lemma 43 it follows that $\rho \circ\left(\left.\theta^{\prime}\right|_{\mathcal{V}^{-}} \rho\right) \in \operatorname{Sol}(\operatorname{Pr})$ ．By Lemma 35，$\left.\theta^{\prime}\right|_{\mathcal{V}^{-}} \rho \in \operatorname{Sol}(\operatorname{Pr} \rho)$ ．
By inductive hypothesis $\left.\theta^{\prime \prime}\right|_{\mathcal{V}} \leq\left.\theta^{\prime}\right|_{\mathcal{V}}-\rho$ ．By Lemma $\left.49 \rho \circ \theta^{\prime \prime}\right|_{\mathcal{V}} \leq \rho \circ\left(\left.\theta^{\prime}\right|_{\mathcal{V}-}-\rho\right)$ ．It is a fact that $\rho \circ\left(\theta^{\prime \prime} \mid \mathcal{V}\right)=\left.\left(\rho \circ \theta^{\prime \prime}\right)\right|_{\mathcal{V}}$ ．By Theorem 32 and Lemma 50，$\left.\left(\rho \circ \theta^{\prime \prime}\right)\right|_{\mathcal{V}} \leq$ $\left.\theta^{\prime}\right|_{\mathcal{V}}$ as required．

Lemma 54 If $\mathcal{V} ; \operatorname{Pr} \xrightarrow{\chi} \mathcal{V} ; \operatorname{Pr}^{\prime}$ with（I1）or（I2）then $\theta \in \operatorname{Sol}(\operatorname{Pr})$ implies $\theta-\chi \in \operatorname{Sol}\left(P r^{\prime}\right)$ ．Similarly，if $\mathcal{V} ; \operatorname{Pr} \xlongequal{\rho} \mathcal{V}^{\prime} ; P r^{\prime}$ with（I3）then $\theta \in \operatorname{Sol}(\operatorname{Pr})$ implies $\theta-\rho \in \operatorname{Sol}\left(P r^{\prime}\right)$ ．
Proof．Suppose $f a(s) \subseteq \pi \cdot S$ and $X^{S} \notin f V(s)$ ．Write $\chi=\left[X^{S}:=\pi^{-1} \cdot s\right]$ ．Suppose $\operatorname{Pr}=\pi \cdot X^{S} \stackrel{?}{=} s, P r^{\prime \prime}$ so that $\mathcal{V} ; \pi \cdot X^{S} \stackrel{?}{=} s, \operatorname{Pr}^{\prime \prime} \xlongequal{\chi} \mathcal{V} ; \operatorname{Pr}^{\prime \prime} \chi$ ．Now suppose $\theta \in$ $\operatorname{Sol}(\operatorname{Pr})$ ．By Lemma 43 and Theorem 45，$\left.\chi \circ\left(\theta-X^{S}\right)\right) \in \operatorname{Sol}(\operatorname{Pr})$ ．By Lemma 35， $\theta-X^{S} \in \operatorname{Sol}(\operatorname{Pr} \chi)$ ．It follows that $\theta-X^{S} \in \operatorname{Sol}\left(\operatorname{Pr}^{\prime \prime} \chi\right)$ as required．

Suppose $P r_{\sqsubseteq}$ is consistent and non－trivial．Write $\rho=\rho_{P r_{巨}}^{\mathcal{\nu}}$ ，so that $\mathcal{V} ; \operatorname{Pr} \xlongequal{\rho}$ $\mathcal{V}^{\prime \prime} ; \operatorname{Pr} \rho$ ．Now suppose $\theta \in \operatorname{Sol}(\operatorname{Pr})$ ．By Lemma 43 and Theorem 32，$\rho \circ(\theta-\rho) \in$ $\operatorname{Sol}(\operatorname{Pr})$ ．By Lemma 35，$\theta-\rho \in \operatorname{Sol}(\operatorname{Pr} \rho)$ as required．

Theorem 55 Given a problem Pr，if the algorithm of Definition 41 succeeds then it returns a principal solution；if it fails then there is no solution．
Proof．If the algorithm succeeds we use Theorem 53．Otherwise，the algorithm generates an element of the form $\mathrm{f}\left(r_{1}, \ldots, r_{n}\right) \stackrel{?}{=} \mathrm{f}\left(r_{1}^{\prime}, \ldots, r_{n^{\prime}}^{\prime}\right)$ where $n \neq n^{\prime}$ ， $\mathrm{f}(\ldots) \stackrel{?}{=} \mathrm{g}(\ldots), \mathrm{f}(\ldots) \stackrel{?}{=}[a] s, \mathrm{f}(\ldots) \stackrel{?}{=} a,[a] r={ }_{\alpha} a,[a] r={ }_{\alpha} b, a \stackrel{?}{=} b$ ，a $\operatorname{Pr}$ such that $P r_{\sqsubseteq}$ is inconsistent，or $\pi \cdot X^{S} \stackrel{?}{=} r$ or $r \stackrel{?}{=} \pi \cdot X^{S}$ where $X^{S} \in f V(r)$ ．By arguments on syntax and size of syntax，no solution to the reduced problem exists．It follows by Lemma 54 that no solution to Pr exists．

## 6 Relation to nominal terms

In permissive nominal terms，freshness information is fixed once and for all．This is mentioned already as a design alternative in［UPG04，Remark 2．6］，but there， we would obtain＇permission sorts＇$A$ such that $A$ is infinite and $\mathbb{A} \backslash A$ is finite． Permission sorts of co－infinite sets of atoms are new，as far as we know．

We will now develop the intuitively clear connection with［UPG04］into a precise mathematical correspondence between nominal unification and permis－ sive nominal unification．Definition 59 translates from＇nominal＇to＇permissive＇． Theorems 62 and 63 express how this translation is sound and complete for re－ spective notions of $\alpha$－equivalence．Theorem 71 then shows the most interesting fact：that furthermore，solutions to unification problems are also preserved across the translation．

A feature of Definition 59 is that it maps nominal terms to permissive nominal terms with free atoms in comb．In nominal terms we may need to enrich the
freshness context (see [GM07, Figure 2, axiom (fr)] and [GM09b, e.g. Lemma 25 and Theorem 33]). One way to view the interpretation of Definition 59 is therefore this: comb is 'the atoms we had available so far' (any other permission sort would do as well) and $\mathbb{A} \backslash$ comb is 'the atoms with which we will extend the freshness context, in the future'. Both these sets are countably infinite, and syntax is finite, so it is not absolutely necessary to explicitly separate them: permissive nominal terms do this, for each fixed permission sort $S$; nominal terms do not.

Definition 56 Fix a countably infinite set of nominal atoms, $\dot{\mathbb{A}} . \dot{a}, \dot{b}, \dot{c}, \ldots$ will range over distinct nominal atoms. Fix a bijection $\iota$ between $\dot{\mathbb{A}}$ and comb (Definition 2). Fix a countably infinite set of nominal unknowns. $\dot{X}, \dot{Y}, \dot{Z}, \ldots$ will range over distinct nominal unknowns. A nominal permutation is a bijection $\dot{\pi}$ on $\dot{\mathbb{A}}$ such that $\{\dot{a} \mid \dot{\pi}(\dot{a}) \neq \dot{a}\}$ is finite. $\dot{\pi}, \dot{\pi}^{\prime}, \dot{\pi}^{\prime \prime}, \ldots$ will range over permutations.

Write $\dot{\pi}^{-1}$ for the inverse of $\dot{\pi}, \dot{i d}$ for the identity permutation, and $\dot{\pi} \circ \dot{\pi}^{\prime}$ for function composition, as is standard. For example, $\left(\dot{\pi} \circ \dot{\pi}^{\prime}\right)(\dot{a})=\dot{\pi}\left(\dot{\pi}^{\prime}(\dot{a})\right)$

Definition 57 Define nominal terms by $\dot{r}, \dot{s}, \dot{t}::=\dot{a}|\dot{\pi} \cdot \dot{X}|[\dot{a}] \dot{r} \mid f(\dot{r}, \ldots, \dot{r})$, with permutation action
$\dot{\pi} \cdot \dot{a} \equiv \dot{\pi}(\dot{a}) \quad \dot{\pi} \cdot f\left(\dot{r}_{1}, \ldots\right) \equiv \mathrm{f}\left(\dot{\pi} \cdot \dot{r}_{1}, \ldots\right) \quad \dot{\pi} \cdot[\dot{a}] \dot{r} \equiv[\dot{\pi}(\dot{a})](\dot{\pi} \cdot \dot{r}) \quad \dot{\pi} \cdot\left(\dot{\pi}^{\prime} \cdot \dot{X}\right) \equiv\left(\dot{\pi} \circ \dot{\pi}^{\prime}\right) \cdot \dot{X}$
Write $\equiv$ for syntactic identity. franges over term-formers (Definition 1).
Definition 58 A freshness is a pair $\dot{a} \# \dot{r}$. An equality is a pair $\dot{r}=\dot{s}$. A freshness context is a finite set of freshnesses of the form $\dot{a} \# \dot{X}$. Define derivable freshness and derivable equality by:

$$
\begin{aligned}
& \overline{\Delta \vdash \dot{a} \# \dot{b}}(\# \dot{\mathbf{b}}) \quad \frac{\Delta \vdash \dot{a} \# \dot{r}_{i} \quad(1 \leq i \leq n)}{\Delta \vdash \dot{a} \# \mathrm{f}\left(\dot{r}_{1}, \ldots, \dot{r}_{n}\right)}(\# \mathrm{f}) \quad \overline{\Delta \vdash \dot{a} \#[\dot{a}] \dot{r}}(\#[\dot{\mathbf{a}}]) \\
& \frac{\Delta \vdash \dot{a} \# \dot{r}}{\Delta \vdash \dot{a} \#[\dot{b}] \dot{r}}(\#[\dot{\mathbf{b}}]) \quad \frac{\left(\dot{\pi}^{-1}(\dot{a}) \# \dot{X} \in \Delta\right)}{\Delta \vdash \dot{a} \# \pi \cdot X}(\# \dot{\mathbf{X}}) \\
& \overline{\Delta \vdash \dot{a}=\dot{a}}(=\dot{\mathbf{a}}) \quad \frac{\Delta \vdash \dot{r}_{i}=\dot{s}_{i} \quad(1 \leq i \leq n)}{\Delta \vdash \mathrm{f}\left(\dot{r}_{1}, \ldots, \dot{r}_{n}\right)=\mathrm{f}\left(\dot{s}_{1}, \ldots, \dot{s}_{n}\right)}(=\mathrm{f}) \quad \frac{\Delta \vdash \dot{r}=\dot{s}}{\Delta \vdash[\dot{a}] \dot{r}=[\dot{a}] \dot{s}}(=[\dot{\mathbf{a}}]) \\
& \frac{\Delta \vdash(\dot{b} \dot{a}) \cdot \dot{r}=\dot{s} \quad \Delta \vdash \dot{b} \# \dot{r}}{\Delta \vdash[\dot{a}] \dot{r}=[\dot{b}] \dot{s}}(=[\dot{\mathbf{b}}]) \quad \frac{\left(\dot{a} \# \dot{X} \in \Delta \text { for every } \dot{\pi}(\dot{a}) \neq \dot{\pi}^{\prime}(\dot{a})\right)}{\Delta \vdash \dot{\pi} \cdot X=\dot{\pi}^{\prime} \cdot \dot{X}}(=\dot{\mathbf{X}})
\end{aligned}
$$

Definition 58 repeats [UPG04, Figure 2], up to differences in presentation. A full discussion of nominal terms is in [UPG04]. $\Delta \vdash \dot{a} \# \dot{r}$ corresponds with ' $a \notin f a(r)$ ' (made formal in Lemma 61), and $\Delta \vdash \dot{r}=\dot{s}$ corresponds with ' $r={ }_{\alpha} s$ ' (see Theorems 62 and 63). $\Delta$ plays the role of permissions sorts, but is part of the judgement-form.

Definition 59 Define a mapping $\llbracket \dot{\pi} \rrbracket$ from nominal permutations to permissive nominal permutations by $\llbracket \dot{\pi} \rrbracket(\iota(\dot{a}))=\iota(\dot{\pi}(\dot{a}))$ and $\llbracket \dot{\pi} \rrbracket(c)=c$ for all $c \in \mathbb{A} \backslash c o m b$. Define an interpretation $\llbracket \dot{r} \rrbracket_{\Delta}$ by:

$$
\begin{gathered}
\llbracket \dot{a} \rrbracket_{\Delta} \equiv \iota(\dot{a}) \quad \llbracket \mathrm{f}\left(\dot{r}_{1}, \ldots, \dot{r}_{n}\right) \rrbracket_{\Delta} \equiv \mathrm{f}\left(\llbracket \dot{r}_{1} \rrbracket_{\Delta}, \ldots, \llbracket \dot{r}_{n} \rrbracket_{\Delta}\right) \quad \llbracket[\dot{a}] \dot{r} \rrbracket_{\Delta} \equiv\left[\iota(\dot{a}) \rrbracket \llbracket \dot{r} \rrbracket_{\Delta}\right. \\
\llbracket \dot{\pi} \cdot \dot{X} \rrbracket_{\Delta} \equiv \llbracket \dot{\pi} \rrbracket \cdot X^{S} \quad \text { where } S=\operatorname{comb} \backslash\{\iota(\dot{a}) \mid \dot{a} \# \dot{X} \in \Delta\}
\end{gathered}
$$

Here, we make a fixed but arbitrary choice of $X^{S}$ for each $\dot{X}$, injectively so that $\llbracket \dot{X} \rrbracket_{\Delta}$ and $\llbracket \dot{Y} \rrbracket_{\Delta}$ are always distinct.

Lemma $60 \llbracket \dot{\pi} \rrbracket \cdot \llbracket \dot{r} \rrbracket_{\Delta} \equiv \llbracket \dot{\pi} \cdot \dot{r} \rrbracket_{\Delta}$
Lemma $61 \iota(\dot{a}) \notin f a\left(\llbracket \dot{r} \rrbracket_{\Delta}\right)$ if and only if $\Delta \vdash \dot{a} \# \dot{r} . \quad b \notin f a\left(\llbracket \dot{r} \rrbracket_{\Delta}\right)$ if $b \in \mathbb{A} \backslash c o m b$.
Theorem $62 \llbracket \dot{r} \rrbracket_{\Delta}={ }_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$ implies $\Delta \vdash \dot{r}=\dot{s}$.
Proof. Induction on the derivation of $\llbracket \dot{r} \rrbracket_{\Delta}={ }_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$. We consider some cases:

- The case $\left(=_{\alpha}[\mathbf{b}]\right)$. Suppose $(\iota(\dot{b}) \iota(\dot{a})) \cdot \llbracket \dot{r} \rrbracket_{\Delta}=_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$ and $\iota(\dot{b}) \notin f a\left(\llbracket \dot{r} \rrbracket_{\Delta}\right)$. By Lemmas 60 and $61 \llbracket(\dot{b} \dot{a}) \cdot \dot{r} \rrbracket_{\Delta}={ }_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$ and $\Delta \vdash \dot{b} \# \dot{r}$. By inductive hypothesis $\Delta \vdash(\dot{b} \dot{a}) \cdot \dot{r}=\dot{s}$. We use $(=[\dot{\mathbf{b}}])$.
- The case $\left(={ }_{\alpha} \mathbf{X}\right)$. Suppose $\left.\llbracket \dot{\pi} \rrbracket\right|_{S}=\left.\llbracket \dot{\pi}^{\prime} \rrbracket\right|_{S}$ where $S=\operatorname{comb} \backslash\{\iota(\dot{a}) \mid \dot{a} \# \dot{X} \in \Delta\}$. $\iota$ is injective, so $a \# \dot{X} \in \Delta$ for all $\dot{a}$ such that $\dot{\pi}(\dot{a}) \neq \dot{\pi}^{\prime}(\dot{a})$. We use $(=\dot{\mathbf{X}})$.

Theorem 63 If $\Delta \vdash \dot{r}=\dot{s}$ then $\llbracket \dot{r} \rrbracket_{\Delta}={ }_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$.
Proof. Induction on the derivation of $\Delta \vdash \dot{r}=\dot{s}$. We consider some cases:

- The case $(=[\dot{\mathbf{b}}])$. Suppose $\Delta \vdash(\dot{b} \dot{a}) \cdot \dot{r}=\dot{s}$ and $\Delta \vdash \dot{b} \# \dot{r}$. By inductive hypothesis and Lemma $60,(\dot{b} \dot{a}) \cdot \llbracket \dot{r} \rrbracket_{\Delta}={ }_{\alpha} \llbracket \dot{s} \rrbracket_{\Delta}$. By Lemma $61 \iota(\dot{b}) \notin f a\left(\llbracket \dot{r} \rrbracket_{\Delta}\right)$. We use $(\stackrel{?}{=}[\mathbf{b}])$.
- The case $(=\dot{\mathbf{X}})$. Recall that $\llbracket \dot{\pi} \cdot \dot{X} \rrbracket_{\Delta}=\llbracket \dot{\pi} \rrbracket \cdot X^{S}$ and $\llbracket \dot{\pi}^{\prime} \cdot \dot{X} \rrbracket_{\Delta}=\llbracket \dot{\pi}^{\prime} \rrbracket \cdot X^{S}$ where $S=\operatorname{comb} \backslash\{\iota(\dot{a}) \mid \dot{a} \# \dot{X} \in \Delta\}$. Suppose $\dot{\pi}(\dot{a}) \neq \dot{\pi}^{\prime}(\dot{a})$ implies $\Delta \vdash \dot{a} \# \dot{X}$. Using Lemma 61, $\llbracket \dot{\pi} \rrbracket(\iota(\dot{a})) \neq \llbracket \dot{\pi}^{\prime} \rrbracket(\iota(\dot{a}))$ implies $\iota(\dot{a}) \notin S$. We use $(\stackrel{?}{=} \mathbf{X})$.

Definition 64 A substitution $\dot{\theta}$ is a function from nominal unknowns to nominal terms such that $\{\dot{X} \mid \dot{\theta}(\dot{X}) \not \equiv \dot{i d} \cdot \dot{X}\}$ is finite. $\dot{\theta}, \dot{\theta}^{\prime}, \dot{\theta}^{\prime \prime}, \ldots$ will range over nominal substitutions. Write $\dot{i d}$ for the identity, mapping $\dot{X}$ to $\dot{i d} \cdot \dot{X}$.

Definition 65 Define a substitution action on nominal terms by:

$$
\dot{a} \dot{\theta} \equiv \dot{a} \quad \mathrm{f}\left(\dot{r}_{1}, \ldots, \dot{r}_{n}\right) \dot{\theta} \equiv \mathrm{f}\left(\dot{r}_{1} \dot{\theta}, \ldots, \dot{r}_{n} \dot{\theta}\right) \quad([\dot{a}] \dot{r}) \dot{\theta} \equiv[\dot{a}](\dot{r} \dot{\theta}) \quad(\dot{\pi} \cdot \dot{X}) \dot{\theta} \equiv \dot{\pi} \cdot \dot{\theta}(\dot{X})
$$

Definition 66 Following [UPG04, Definition 3.1], a unification problem $\dot{\operatorname{Pr}}$ is a finite multiset of freshnesses and equalities. A solution to $\dot{\operatorname{Pr}}$ is a pair $(\Delta, \dot{\theta})$ such that $\Delta \vdash \dot{a} \# \dot{r} \dot{\theta}$ for every $\dot{a} \# \dot{r} \in \dot{P} r$, and $\Delta \vdash \dot{r} \theta=\dot{s} \theta$ for every $\dot{r}=\dot{s} \in \dot{P r} r$.

Definition 67 We extend the interpretation of Definition 59 to solutions by:

$$
\llbracket(\Delta, \dot{\theta}) \rrbracket\left(X^{S}\right) \equiv \llbracket \dot{\theta}(X) \rrbracket_{\Delta} \text { if } i d \cdot X^{S} \equiv \llbracket X \rrbracket_{\Delta} \quad \llbracket(\Delta, \dot{\theta}) \rrbracket\left(Y^{T}\right) \equiv i d \cdot Y^{T} \text { otherwise }
$$

Lemma $68 \llbracket \dot{r} \rrbracket_{\Delta} \llbracket(\Delta, \dot{\theta}) \rrbracket \equiv \llbracket \dot{r} \dot{\theta} \rrbracket_{\Delta}$.
Proof. By inductions on $\dot{r}$. We consider the case $\dot{\pi} \cdot \dot{X}$, and reason using Lemma 60: $\llbracket(\dot{\pi} \cdot \dot{X}) \dot{\theta} \rrbracket_{\Delta} \equiv \llbracket \dot{\pi} \cdot \dot{\theta}(\dot{X}) \rrbracket_{\Delta} \equiv \llbracket \dot{\pi} \rrbracket \cdot \llbracket \dot{\theta}(\dot{X}) \rrbracket_{\Delta} \equiv \llbracket \dot{\pi} \rrbracket \cdot \llbracket \dot{\theta} \rrbracket\left(\llbracket \dot{X} \rrbracket_{\Delta}\right)$

Definition 69 Define $\llbracket \dot{P} r \rrbracket_{\Delta}$ by mapping $\dot{r}=\dot{s}$ to $\llbracket \dot{r} \rrbracket_{\Delta} \stackrel{?}{=} \llbracket \dot{s} \rrbracket_{\Delta}$ and mapping $\dot{a} \# \dot{r}$ to $(b \iota(\dot{a})) \cdot \llbracket \dot{r} \rrbracket_{\Delta} \stackrel{?}{=} \llbracket \dot{r} \rrbracket_{\Delta}$, for some choice of fresh $b$ (so $b \notin f a\left(\llbracket \dot{r} \rrbracket_{\Delta}\right)$; in fact, it suffices to choose some $b \notin c o m b)$.

Lemma 70 Suppose $b \notin f a(r)$. Then $a \notin f a(r)$ if and only if $(b a) \cdot r={ }_{\alpha} r$.
Theorem $71(\Delta, \dot{\theta})$ solves $\dot{P r}$ if and only if $\llbracket(\Delta, \dot{\theta}) \rrbracket$ solves $\llbracket \dot{P} r \rrbracket_{\Delta}$.
Proof. We sketch the necessary reasoning.
Suppose $\Delta \vdash \dot{r} \dot{\theta}=\dot{s} \dot{\theta}$. By Lemma 68 and Theorem $63, \llbracket \dot{r} \rrbracket \Delta \llbracket(\Delta, \dot{\theta}) \rrbracket={ }_{\alpha}$ $\llbracket \dot{s} \rrbracket \Delta \llbracket(\Delta, \dot{\theta}) \rrbracket$. The reverse direction uses Theorem 62.

Suppose $\Delta \vdash a \# \dot{r} \dot{\theta}$. By Lemmas 61, 70, 68, and $16\left((b \iota(\dot{a})) \cdot \llbracket \dot{r} \rrbracket_{\Delta}\right) \llbracket(\Delta, \dot{\theta}) \rrbracket={ }_{\alpha}$ $\llbracket \dot{r} \rrbracket_{\Delta} \llbracket(\Delta, \dot{\theta}) \rrbracket$. Here, we use the $b$ chosen fresh in Definition 69. The reverse direction uses the same results.

## 7 Conclusions

Nominal contrasted with permissive nominal terms. It can be problematic that in nominal terms [GM09b, GM08] we often want to enrich the freshness context, e.g. to $\alpha$-convert or in solving a unification problem. Also, it is unfortunate that we cannot 'just quotient terms by $\alpha$-conversion' since we cannot apply nominal abstract syntax [GP01] ... to nominal terms. Permissive nominal terms let us do all these things, and they behave more like first-order terms; we recover Lemma 12, $\alpha$-equivalence is a property of terms, and the notions of unification problem and solution involve just equality, not equality-and-freshness-context.

The step from permissive nominal terms to nominal terms makes a remarkably big difference. This has implications for developing nominal techniques further; we believe that in many situations, permissive nominal terms may be easier to work with and better-behaved. By Definition 59 and Theorem 71, there is no loss in expressivity.

Permissive nominal terms do not necessarily obsolete nominal terms; if we really do want to discuss 'an arbitrary term', then the nominal terms unknown $\dot{X}$ from Section 6 may be more simply and directly useful than $X^{\text {comb }}$. One possibly interesting extension of permissive nominal terms, is with variables for permission sorts.

Note that the unification algorithm in [UPG04] solves freshnesses concurrently with equalities. We have factored the algorithm differently, so that problems to do with free atoms (Section 4) are solved separately from problems to do with equalities (Section 5). The link is rule (I3) in Definition 37.

Concerning implementation, permissive nominal terms are implementable. Sorts are infinite sets of atoms, but differ finitely from comb and so may be finitely represented in an implementation.

Related work not based on nominal techniques. Permissive nominal terms resemble first- and higher-order terms more than do nominal terms, but they are a special case of neither. Higher-order patterns also have good properties of first-order terms [Mil91]. A significant difference is that the notion of unification is based on capture-avoiding substitution rather than the (permissive) nominal term capturing substitution; this gives the system a different flavour. The reader is referred to a recent paper [LV08], which goes some way to teasing out formal connections between these two approaches.

Permission sorts can be compared with the types used in [DHK00] and fully developed in [NPP07] that indicate the atoms that may appear in a term.

Hamana's $\beta_{0}$ unification of $\lambda$-terms with holes adds a capturing substitution [Ham01]. Level 2 variables (which are instantiated) are annotated with level 1 variable symbols that may appear in them; permissive nominal terms move in this direction in the sense that permission sorts also describe which level 1 variable symbols (we call them atoms in this paper) may appear in them, though with our permission sorts there are infinitely many that may, and infinitely many that may not. The treatment of $\alpha$-equivalence in Hamana's system is not nominal (not based on permutations) and Hamana's system does not have most general unifiers. Similarly Qu-Prolog [NR96] adds level 2 variables, but does not manage $\alpha$-conversion in nominal style and also, for better or for worse, it is more ambitious in what it expresses and loses mathematical properties (unification is semi-decidable, most general unifiers need not exist).

Future work. We have investigated how the instantiation ordering interacts with the interpretation of Section 6. Most general solutions of nominal unification problems in the sense of [UPG04, Definition 3.1] do translate to most general solutions of the translated problem, in the sense of Definition 46. It is also possible to leverage permissive nominal terms to improve on the correspondence between nominal unification and Miller's pattern unification [Mi192,Mil91] reported on in [LV08]; in [LV08] only solvability is considered, but permissive nominal terms' good properties can be applied to give a particularly neat translation of solutions between permissive nominal unification and higher-order pattern unification. These results with full proofs will be reported in a journal version of this paper.

We hypothesise that 'permissive' versions of nominal rewriting, logic programming, and algebra, should be possible, following previous work using nominal terms [FG07,CU03,GM07,GM09a]. On this topic, addressing a point by Fernández, suppose $c \notin c o m b$; then the rewrite $X^{c o m b} \rightarrow X^{\text {comb }}$ cannot trigger the rewrite $U^{c o m b} \cup\{c\} \rightarrow U^{c o m b \cup\{c\}}$ because there is no $\pi$ such that $\pi \cdot c o m b=$ $\operatorname{comb} \cup\{c\}$, and likewise there is no substitution $\sigma$, because of the side-condition that $f a\left(\sigma\left(X^{c o m b}\right)\right) \subseteq c o m b$. It may therefore be desirable to consider only permissions sorts of the form comb $\backslash A$ for $A \subseteq \mathbb{A}$ finite. This is not a problem for unification and the proofs in this paper because they do not 'add' atoms to permissions sorts (we only ever need to 'subtract' them, as in Section 4). Alternatively, as mentioned above, we could consider permissive nominal terms syntax with variables ranging over permissions sorts.
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[^0]:    ${ }^{1}$ 'Freshness contexts' sounds like 'typing contexts', but the terminology misleads. Extending a typing context makes more terms typable and, intuitively, extends the universe of discourse with extra typable terms. Extending a freshness context makes more terms equal. This is a more drastic event because it is more likely to change the behaviour of existing elements; they may now be equal to other elements with quite different behaviour.
    ${ }^{2}$ In the body of the paper we put dots on atoms and unknowns in nominal terms, to emphasise the difference from permissive nominal terms. Here, we do not bother.

[^1]:    ${ }^{3}$ ' $f a\left(\theta\left(X^{S}\right)\right) \subseteq S$ ' looks absent in nominal terms theory ([UPG04, Definition 2.13], [FG07, Definition 4]), yet it is there: see the conditions ' $\nabla^{\prime} \vdash \theta(\nabla)$ ' in Lemma 2.14, and ' $\nabla \vdash a \# \theta(t)$ ' in Definition 3.1 of [UPG04]. More on this in Section 6.

[^2]:    ${ }^{4}$ We overload $\mid$ ，for technical convenience：$\left.\pi\right|_{S}$（Definition 8）is partial and $\left.\theta\right|_{\mathcal{V}}$ is total．

